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Abstract—Continual Learning is quickly emerging as a fun-
damental technique in almost all technical domains. This study
develops its application in robotics, with a specific focus on
transfemoral prosthetics, where machine learning models are
fine-tuned in real-time to better predict ambulatory speed. This
process of model adaptation faces several challenges stemming
from the necessity of learning fast enough to keep up with real-
time gait, while also ensuring sufficient accuracy and plasticity
when encountering changing speeds and modalities. To address
these challenges, we introduce Dynamic Active Learning (DAL)
and Intermittent DAL (IDAL), novel frameworks which employ
uncertainty-based sampling, as potential precursor steps to
learning in this adaptation pipeline. Our contributions not only
provide a robust guarantee that adaptation will occur within
the time constraints posed by gait cycles, but also increase the
rate of accuracy convergence by 51%, IDAL has been shown to
attain a 4% lower post-convergence error rate, and maintain
30% more reliable post-convergence predictions compared to
non-AL based methods of adaptation. In developing this system,
we assessed numerous uncertainty metrics, finding that the
Query by Committee method performs the best, attaining a
Spearman Correlation Coefficient of 0.81 with ground truth
error. While showcased through transfemoral prosthetics, our
results illustrate the wide reaching potential of our DAL systems
across diverse robotics applications.

Index Terms—Lower-limb prosthetics, robotics, machine
learning, active learning, uncertainty sampling.

I. INTRODUCTION

THE field of robotics is experiencing a shift in paradigms,
epitomized by Google’s RT-2-X [1] – a leap in gener-

alized robotic intelligence – that parallels OpenAI’s ground-
breaking transitions in natural language AI from specialized
to generalized systems [2], [3], [4]. Central to this shift is
the imperative for robotic systems to autonomously adapt,
recalibrate, and evolve without constant human intervention
or exhaustive retraining. Continuous Learning (CL) is rapidly
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gaining traction across diverse technical sectors [5], as en-
ables it systems to incrementally assimilate new informa-
tion without forgetting previously acquired knowledge – a
paradigm particularly relevant for robotics where adaptability
to dynamic environments is imperative [6], [7]. The primary
concerns with the integration of CL into robotic systems
revolve around the constraints surrounding computational
efficiency and real-time data processing, both of which are
crucial for robotic applications. Additionally, maintaining
a high degree of accuracy, especially amidst evolving and
unanticipated data streams, can be particularly taxing [8],
[9]. Thus, the onus rests on developing methodologies that
meet these stringent criteria while leveraging the recent
achievements in deep learning [10], [11].

Active Learning (AL), characterized by strategic data
selection, addresses many of the challenges in integrating CL
[12]. Though beneficial in Natural Language Processing and
Big Data, particularly via Human-in-the-Loop systems [13],
[14], its potential in robotics remains largely unexplored [15],
[16], [17]. Uncertainty sampling, a notable method in AL,
selects only the most uncertain data points for learning, thus
prioritizing data with the greatest novel insights [18], [19],
[20], [21]. This approach not only ensures efficient model
adaptation but also stands as a pillar in the robotic context
where minimizing computational overheads and speeding up
the learning process are paramount. This positions it as a
crucial tool to bridge the significant gap faced by robotic
systems: navigating rapidly changing environments while
ensuring swift, adaptive responses [22], [23].

Transfemoral prosthetics highlight the need for AL in
robotics due to challenges like varying user activities, ter-
rains, and inter-subject variability [24]. These prosthetics
demand performance across a broad and evolving spectrum
of scenarios, emphasizing the need for continually adaptive
responses [25], [26]. While their embedded microprocessors
are advanced, they face computational challenges during real-
time gait cycles. In such scenarios, not only is a rapid rate
of adaptation necessary to keep up with changing condi-
tions, but the speed and reliability of these adaptations is
paramount [27], [28]. In this study, we focus on walking
speed estimation, a facet of prosthetic control where a
misprediction, whether due to delay or divergence, can result
in the user stumbling, with potential injuries as consequences20
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Fig. 1: OSL overview - sensors, three-tiered control structure

[29]. To estimate speed, we use an adaptive pipeline that
progressively learns subject-dependent walking patterns after
subject-independent initialization. AL’s ability to rapidly and
reliably select crucial data points makes its integration into
this system a salient use case. In this study, we introduce
novel AL paradigms, demonstrating their enhanced reliability
and speed compared to traditional CL methods.

II. METHODS

A. Prosthetic System

This study utilized the Univeristy of Michigan’s Open
Source Leg (OSL) [11], [30] and Georgia Tech’s Prosthetic
Intelligent Controls (EPIC) Lab. This advanced knee-ankle
prosthesis uses a six-degree-of-freedom (DoF) loadcell, three
six-DoF IMUs situated on the thigh, shank, and foot, and a
pair of joint encoders and actuators.

For level walking (LW), the peak ankle plantarflexion
moment was identified using a linear regression model from
an able-bodied dataset. As walking speed increases, the
moment escalates with a factor of 0.4898 Nm

kg·m/s , equating to
42.2
m/s at a speed of 0.5m/s, which was hand-tuned [31]. To

adjust the baseline prosthetic ankle torque during plantarflex-
ion, this factor was utilized to augment the impedance control
stiffness ks according to the current walking speed v (in m

s )
[32]:

ks = k(1 + 0.422(v − 0.5)) (1)

The prosthesis operates on a three-tiered control structure:
high, mid, and low, as illustrated in Fig. 1. Using onboard
sensor data coupled with learning-based algorithms, the high-
level control focuses on identifying the user’s intent (mode
classification) and making context estimations — walking
pace and slope angle regression. The mid-level controller
uses a finite state machine (FSM) to handle the transitions
in different walking styles and the gait’s specific phases,
adjusting the ankle and knee joint torques as required. Finally,
the low-level control translates the determined joint torques
into commands for the actuators building off of (1), using
the relation

τi = −ki(θi − θei)− bθ
′

i (2)

where i, θi, and θ
′

i, are the joint in question, angle, and
angular velocity given by onboard encoders, respectively, k

is the stiffness, b is the damping coefficient, and θei is the
target angle specified by the FSM.

In the process, the high-level controller’s context esti-
mations are processed using the Kalman filter. This filter-
ing technique is well-known for providing enhanced ap-
proximations by recursively estimating the joint probability
distribution over undetermined variables for every specific
timeframe. Specifically, the Kalman Gain, given by

Kn =
Pprior

Pprior + Pmeas
(3)

where Kn is the Kalman Gain for the nth timeframe, Pprior
is the prior variance, and Pmeas is the measurement variance,
adjusts the weight of the incoming measurements. Once
the context has been filtered, impedance parameters are
adjusted, translating to the desired torque values from (2).
These are subsequently managed by low-level controllers
and conveyed to the actuators. Incorporating PID controllers
within these actuators ensures the leg receives appropriately
scaled assistance [33], [34].

B. Dataset Overview

Nine individuals with transfemoral amputations (average
± SD; 7 males and 2 females, age 50.36 ± 12.09 years;
weight = 80.13 ± 15.64 kg; height = 1.77 ± 0.10 m) took
part in the research and underwent a bifurcated trial: treadmill
walking at fixed speeds (ranging from 0.3m

s to 0.9m
s in

0.1m
s increments, which act as data labels) and dynamic

speeds following triangular and step-wise patterns, identical
to those presented in [25]. On average, participants took 171
steps (STD: 21), with approximately 80% at the fixed speed
settings. We trained nine distinct groups of models, each
excluding a different subject’s data. Then, for each of these
model groups, we evaluated it on the data from the participant
on which it had not been trained. This validation technique
ensured our system’s performance when transitioning from
subject-independent to subject-dependent scenarios.

C. Adaptation Pipeline

TABLE I: TCN model parameters - architecture parameters (left
table), training parameters (right table).

Architecture Value
kernel size 5
dropout 0.2
effective hist 120
# channels [10, 10, 10, 10]

Training Value
input size 28
output size 1
LR 1e−4

epochs 2

The adaptive pipeline integrates both a forward predictor in
order to enable real-time speed predictions, scaling respective
torque parameters, while facilitating batched refinement of
the predictive models using a backwards estimator which, in
this paper, uses ground truth. This system is presented in [25],
with modifications in the forward predictor and the insertion
of the AL subprocess, which this study focuses on.

The forward predictor in this paper adopts a Temporal
Convolutional Network (TCN) [35] architecture with distinct
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Fig. 2: Adaptation pipeline overview - forward predictor,
backwards estimator, fine-tuning system, uncertainty sampling

models being trained on and used to predict speeds in each
phase: Early Stance (ES), Late Stance (LS), Swing Flexion
(SF), and Swing Extension (SE). These models make predic-
tions using 120 segments of data, with 20ms overlap between
successive windows, optimizing prediction accuracy. The
TCN utilizes the architecture and hyperparameters found in
Table 1 [36]. Finally, this study uses ground truth as a stand-
in for the backwards estimator subprocess for simplicity.

Fig. 2 shows the adaptive pipeline managing the forward
predictor and adaptive components concurrently. Sensor data
is segmented in 120ms intervals, driving intent recognition
and context estimation to modulate torque at 50Hz. Following
batches of three strides, the backwards estimator labels the
accumulated gait data, thereby providing more reliable speed
labels used to fine-tune the forward predictor models.

D. Active Learning System

TABLE II: Speed (m
s

) vs. dadapt (sec), used to compute time
budget at each walking speed

β 0.3 0.4 0.5 0.6 0.7 0.8 0.9
dadapt 1.69 1.56 1.52 1.42 1.41 1.36 1.33

1) Time Budget Computation: AL is an ML paradigm
where the model selectively queries the most informative data
points from an unlabeled dataset to be labeled, optimizing the
learning process. When a predetermined number of queries
is set, this is referred to as a ”query budget,” constraining
the total number of data points the model can request for
labeling [37], [38]. In the use case presented here, we use
a time budget for each adaptation window, demonstrated in
Fig. 3. We compute this at every adaptation cycle (3 strides)
using the highly accurate estimation given by the backwards
estimator. We compute the maximum allowable adaptation
duration (dadapt(t), at time t) per speed in m

s through taking
the average 3-stride completion time by speed, shown in
Table 2. We will refer to the function mapping speeds (β) to
dadapt as T (β).

2) Uncertainty Sampling: In AL, one prominent strategy
for selecting the most informative data points is called Un-
certainty Sampling, in which, the model queries the instances
about which it is most uncertain, often those closest to the
decision boundary, see Algorithm 1 [39]. In accordance with

Fig. 3: Time budget example - at time t = 4, time budget
dadapt(t) is the duration of strides 4-7

the theory of Supervised Learning, the underlying assumption
is that by labeling these uncertain (which is a surrogate
for error) instances, the model can achieve more significant
improvements in performance with fewer labeled samples
[40], [41].

Algorithm 1 Uncertainty Sampling

Require: U (initial pool), D (training data), θ (model), B
(budget), s (uncertainty metric)

1: b← 0
2: while b < B and not U = ∅ do
3: i∗ ← argmaxi∈Us(θ, i)
4: Query label y∗ for datapoint i∗

5: D ← D ∪ (i∗, y∗), U ← U \ i∗
6: Update θ with D
7: b← b+ 1
8: end while
9: return U,D, θ

3) Uncertainty Metrics: This prompts the question of
what the optimal uncertainty metric s(θ, x) is. To determine
this, we assessed four candidate methods, using the Spear-
man Correlation Coefficient as the evaluation criterion to
measure the relationship between the uncertainty trends and
the ground truth errors. This choice of criterion is grounded
in the fundamental theories of supervised learning, as a
strong correlation indicates that as our model’s uncertainty
increases, so does its likelihood of making errors, reflecting
the intuitive notion that areas of higher uncertainty are
typically those where the model lacks sufficient knowledge
or information [42].

First, we evaluated the traditional Query by Committee
method [43], [44]. We trained n=3 forward predictor mod-
els with restricted datasets. This restriction of k% causes
differences between the models and thus hopefully mean-
ingful disagreement indicative of uncertainty. We first tuned
the restriction parameter k and furthermore evaluated seven
different disagreement measures.

The disagreement measures used in the Query by Com-
mittee Approach serve to quantify the level of disagreement
among the n models. First, the coefficient of variation is
calculated as the ratio of the standard deviation to the
mean of the predictions given by the models, defined as
CV = σ

µ . The mean absolute deviation is the average of
absolute differences from the mean inference, represented as
MAD = 1

n

∑n
i=1 |xi − x̄|. Variance measures the dispersion
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of the predictions around their mean inference, calculated as
σ2 = 1

n

∑n
i=1(xi − x̄)2, offering a normalized measure of

dispersion. The range is simply the difference between the
maximum and minimum predictions of the models.

For n models making predictions, each method provides
a unique way to quantify the level of disagreement between
them. Specifically, for each unique pair (i, j) among the n
models, the disagreement is measured by a function F such
that:

Pairwise Disagreement =
1(
n
2

) n∑
i=1

n∑
j=i+1

F (i, j). (4)

For the Kullback-Leibler (KL) Divergence, denoted as
P-KL: F (i, j) = KL(Pi||Pj) =

∑
x Pi(x) ln

(
Pi(x)
Pj(x)

)
,

where the sum runs over all speed 0.1m
s bins x. For the

Joint Entropy, denoted as P-H: F (i, j) = H(Vi, Vj) =
−
∑

p(vi, vj) ln p(vi, vj), where the sum runs over all vote
outcomes in .1m

s intervals. For the Euclidean Distance, de-
noted as P-D: F (i, j) = D(Xi, Xj) =

√∑m
k=1(xik − xjk)2,

where the sum runs over all dimensions of the vectors [19],
[45], [46].

After QBC, we explored distance metrics, specifically the
Euclidean and Mahalanobis Distances [47], [48]. In the inter-
est of enhancing computational efficiency, to enable real-time
use, instead of calculating the distance from a datapoint to its
nearest neighbor, we determined the distance to the nearest
centroid. This centroid represents the pre-computed average
center of all data points associated with a specific speed. For
the Euclidean Distance, this involved measuring the straight-
line distance between the datapoint and the centroid within
the feature space, mathematically defined as

deuclidean(x, c) =

√√√√ n∑
i=1

(xi − ci)2 =
√
(x− c)T (x− c)

(5)
where n denotes the number of data dimensions or features.
On the other hand, the Mahalanobis Distance provided a
more context-aware measure, taking into account both the
variability and correlation of the data. It’s represented by the
formula

dmahalanobis(x, c) =

√√√√ n∑
i=1

n∑
j=1

(xi − ci)Σ
−1
ij (xj − cj)

=
√
(x− c)TΣ−1(x− c) (6)

wherein Σ is the covariance matrix of the data. The value
of the Mahalanobis Distance lies in its consideration of
the covariance structure, making it particularly potent when
dealing with features that aren’t independent or vary in scales.

Finally, we assessed the effectiveness of using the differ-
ence between backwards estimators and forward predictors
as an uncertainty metric. Backwards estimators are com-
puted using v = dhc

t , with dhc representing the Euclidean
distance between heel contacts and t representing the stride

duration, measured by a foot-mounted IMU from Naviga-
tion Solutions LLC [49], [50], [51], [52]. This backwards
estimation method, computed post-stride, demonstrated sig-
nificantly higher accuracy compared to the forward predictor,
as indicated in [25], and thus their discrepancy is reasoned
to be a performant uncertainty metric.

4) Dynamic Active Learning System: In our Dynamic
Active Learning (DAL) algorithm, the primary challenge
was determining the appropriate query budget in terms of
both datapoint number and epoch number during model
retraining. We begin with a foundational setting of the epoch
number to 2. Using the relationship between datapoint count
(d), epoch count (ϵ), and the resulting adaptation time,
R(d, ϵ) = 1.113e−4d + .108ϵ − 1.1673, which was derived
through a grid search, we can fix epoch count and directly
compute the maximum number of datapoints we can process
without exceeding the maximum allowable time. Finally,
if processing all data points within the 3-stride adaptation
window stays within the time limit, we gradually raise the
epoch count to improve model accuracy, effective up to about
10 epochs.

Because we utilize a time-dependent model – a TCN –
we need to ensure temporal coherence in the dataset, and
thus cannot simply select the most uncertain data points,
since there is no guarantee of temporal coherence. Therefore,
we use a hybrid sampling method which integrates both the
uncertainty of a data point and its temporal position to guide
the AL process for the training of the TCN. For a given
data point, its uncertainty is denoted by s(x). To maintain
temporal coherence in the selected samples, a temporal
penalty function is introduced, defined as

p(x) = min
y∈selected

|x− y|, (7)

where y represents the indices of previously selected points.
The combined metric for sampling is then given by:

H(θ, x, α) = s(θ, x)− αp(x), (8)

where α is a weighting factor to balance uncertainty and tem-
poral coherence, here set to 5. Data points are ranked based
on this combined metric, and those with the highest ranks
are used for fine-tuning, ensuring that both informativeness
and temporal structure are considered during the selection
process.

This dynamic adjustment mechanism ensures that we
leverage the most out of our available time budget, either
by accommodating more data points or allowing for more
training epochs, ensuring an optimal balance between data
ingestion and model refinement. This novel system is pre-
sented in general form in Algorithm 2.

5) Intermittent Dynamic Active Learning System: Using
DAL offers data efficiency in model training, but recent
research points to accuracy loss in deep learning due to
AL-induced localized overfitting. This anomaly arises from
the hyper-constriction of neuron localization during training,
causing the model to over-specialize [41]. Recognizing this
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Algorithm 2 Temporally-Coherent Dynamic Active Learning

Require: TrainingData D, RegressionModel θ
Require: MaxTimeRelation T , RuntimeRelation R, Uncer-

taintyModel H
Require: speed β, UncertaintyPool U

1: Maximum Allowable Time for Adaptation Tmax ← T (β)
2: Epochs ϵ← 2
3: Derive Dmax solving Tmax = R(Dmax, 2)
4: α← 5
5: For each i ∈ U :
6: L← H(θ, i, α)
7: For i = 1 to Dmax and while U ̸= ∅:
8: i∗ ← argmaxi∈UL
9: D ← D ∪ {i∗}

10: U ← U \ {i∗}
11: TimeEstimate ← R(|D|, ϵ)
12: If TimeEstimate > Tmax: Break
13: If U = ∅:
14: Do
15: ϵ← ϵ+ 1
16: TimeEstimate ← R(|D|, ϵ)
17: While TimeEstimate ≤ Tmax

18: Train θ with D for ϵ epochs
19: return Updated U , D, and Trained θ

challenge, our initial AL methodology capitalizes on the
inherent data variance present at the inception of a trial, selec-
tively refining the most pertinent neural segments and thereby
theoretically suppressing error surges through reduced net-
work noise. As trials continue, we anticipated increased post-
convergence errors compared to non-AL methods. To rectify
this, we introduce a derivative approach: Intermittent DAL
(IDAL). Herein, DAL is exclusively employed post-speed
transitions – a period characterized by a moderate spike in
dataset variance akin to trial commencements. By harnessing
the strengths of both localized neural training and the holistic
benefits of standard adaptation, IDAL strikes a balance,
effectively mitigating the pitfalls of over-specialization while
maximizing model robustness and adaptability across various
speeds.

E. Offline Analysis

1) Uncertainty Metric & Disagreement Measure Opti-
mization: We assessed the proposed uncertainty metrics and
disagreement measures for robustness by correlating them
with actual errors using the Spearman Correlation Coeffi-
cient. In the Query by Committee approach, we examined
training set overlaps from 0% to 100% in 10% increments
to identify the most effective overlap for detailed analysis of
seven disagreement measures, aiming to find the metric of
uncertainty that acted as the best proxy for prediction errors.

2) Convergence Rate, Residuals, Post-Convergence Accu-
racy Analysis: We assessed our AL-based methods’ per-

Fig. 4: QBC model training set overlap analysis - Spearman
Correlation Coefficient vs. Overlap Percentage

formance by fitting their errors with quadratic curves and
calculating residuals

ri = |yactual(xt)− yfitted(xt)| (9)

to measure reliability. The convergence rate, reflecting adap-
tation speed, was noted when the fit line came within a
10% tolerance of its asymptote. Post-convergence accuracy,
indicating potential for optimal steady-state accuracy, was
determined by averaging errors after convergence occured.

3) Time Constraint Satisfaction: We evaluated the effi-
ciency of AL-based methods (DAL, IDAL) against adaptation
time constraints by introducing a synthetic triangular time
constraint, ranging from 0.1 to 1.5 seconds, in a simulated
trial. This dynamic constraint tested the adaptability of our
methods. We compared the AL methods’ performance with
a standard adaptation [25] system to gauge their relative
proficiency in meeting dynamic time constraints.

III. RESULTS

A. Uncertainty Metric Analysis

1) Uncertainty Metrics: We obtain Spearman Correlation
Coefficients with Ground Truth Error as 0.22, 0.48, 0.57,
and 0.75 for Mahalanobis Distance, Backwards Estimator
Discrepancy, Euclidean Distance, and QBC, respectively.
Both Euclidean and Mahalanobis Distance metrics compute
approximately 2.6 times too slowly on average for efficacious
real-time implementation. Therefore, QBC is the most effec-
tive metric, warranting further optimizations in its design.

TABLE III: Disagreement Measure vs. Spearman Correlation
Coefficient (r)

Measure CV P-KL Range P-H P-D MAD σ2

r -0.471 -0.185 0.173 0.330 0.571 0.609 0.807

2) QBC Optimization: Optimal training data overlap for
the n = 3 ensemble models is determined to be 20%, as
evidenced by evaluations on data from three transfemoral
amputee subjects (see Fig. 4). Moreover, the variance dis-
agreement measure emerges as the most effective, achieving
an average Spearman Correlation Coefficient of 0.773 (refer
to Table III).
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Fig. 5: DAL, IDAL performance analyses - cross subject average convergence rate, residual trends, post-convergence error. Error bars
represent interquartile range, and are not shown for convergence rate due to inconsistency in trial duration.

Fig. 6: Convergence trends - Data from TF1 used to demonstrate
sweep used to determine convergence rate, residuals, and

post-convergence accuracy.

Fig. 7: Constraint satisfaction analysis - the DAL and non-AL
method performance under synthetic time constraint

B. Convergence Rate, Residuals, Post-Convergence Accuracy
Analysis

The results in Fig. 5 are the averages of the trial shown in
Fig. 6 over all subjects considered in the trial. We compute
time to convergence, residuals, and post-convergence accura-
cies using fitted quadratic lines. On average, DAL converges
51.35% and IDAL 49.8% faster than the non-AL method.
Residual analysis shows DAL and IDAL achieve 29.53% and
28.17% lower residuals, respectively, than non-AL. Finally,
DAL has 7.4% lower while IDAL has 3.95% higher post-
convergence accuracy than the non-AL method.

C. Constraint Satisfaction Analysis

In the synthetic constraint trial, increasing epochs proves
beneficial when time permits. Upon sweeping all subjects,

similar to as shown in Fig. 7 for TF1, we find that the non-
AL method averages eight exceedance points compared to
zero for DAL.

IV. DISCUSSION

AL methodologies facilitate data efficiency but can cause
localized overfitting due to the hyper-constriction of neuron
localization during training [41]. IDAL mitigates this over-
specialization by maintaining model flexibility and adapt-
ability, as evidenced by the results in Fig. 5. These re-
sults demonstrate IDAL’s effectiveness, where it not only
converges rapidly, almost paralleling DAL at 49.8% faster
than non-AL methods, but also achieves lower residuals and
enhances post-convergence accuracy by 3.95% compared to
non-AL.

The study is limited by potential discrepancies between
offline and real-time performance from the offline use of
2GHz Quad-Core Intel Core i5 and Core ARM Cortex-
A57 MPCore in real-time, which may influence DAL’s time
budget calculations. Additionally, real-time adaptation will
be impacted by imperfect backwards estimates.

Traditional AL methods risk introducing biases by fo-
cusing on high-uncertainty data points, potentially reducing
model generality and robustness [41], [53]. A potential novel
solution to this uses the Beta distribution to probabilistically
modulate the selection of datapoints during uncertainty sam-
pling [54]. Under this paradigm, high-uncertainty points have
a higher selection likelihood, but low-uncertainty points are
not excluded.

V. CONCLUSION

Our DAL framework, as demonstrated in transfemoral
prosthetics, provides a robust solution to the challenges of
CL in robotics, boosting the rate of accuracy convergence by
51% and maintaining 30% more reliable post-convergence
predictions. We attained a Spearman Correlation Coefficient
of 0.81 between our tuned QBC uncertainty metric and error,
illustrating the efficacy of our approach when coupled with
Uncertainty Sampling. Moreover, IDAL further strengthens
the system, delivering a 4% lower post-convergence error
rate than non-AL methods. Collectively, this research demon-
strates the tangible contribution that DAL has to CL in
robotics.

Authorized licensed use limited to: Georgia Institute of Technology. Downloaded on October 19,2024 at 02:34:14 UTC from IEEE Xplore.  Restrictions apply. 



REFERENCES

[1] Anthony Brohan, Noah Brown, Justice Carbajal, Yevgen Chebotar,
Xi Chen, Krzysztof Choromanski, Tianli Ding, Danny Driess, Avinava
Dubey, Chelsea Finn, Pete Florence, Chuyuan Fu, Montse Gonzalez
Arenas, Keerthana Gopalakrishnan, Kehang Han, Karol Hausman,
Alexander Herzog, Jasmine Hsu, Brian Ichter, Alex Irpan, Nikhil
Joshi, Ryan Julian, Dmitry Kalashnikov, Yuheng Kuang, Isabel Leal,
Lisa Lee, Tsang-Wei Edward Lee, Sergey Levine, Yao Lu, Henryk
Michalewski, Igor Mordatch, Karl Pertsch, Kanishka Rao, Krista
Reymann, Michael Ryoo, Grecia Salazar, Pannag Sanketi, Pierre
Sermanet, Jaspiar Singh, Anikait Singh, Radu Soricut, Huong Tran,
Vincent Vanhoucke, Quan Vuong, Ayzaan Wahid, Stefan Welker, Paul
Wohlhart, Jialin Wu, Fei Xia, Ted Xiao, Peng Xu, Sichun Xu, Tianhe
Yu, and Brianna Zitkovich. Rt-2: Vision-language-action models
transfer web knowledge to robotic control, 2023.
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